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N2X Core Routing - BGP-4 MPLS VPN scenario with integrated traffic

Introduction

Test Objective

The objective of this application note is to demonstrate the power of N2X (in
particular the BGP-4 changes that were made in the 6.10 release) in simulating a
high scaled VPN network from the edge to the core.

In the first part of the application note, we will use N2X to set up the control plane,
using:

« OSPF to simulate the core,
» BGP-4 to simulate the PE routers and CE routes, and
 LDP to set up the LSPs used for forwarding the VPN traffic.

We will then create IPv4 traffic from the edge to the core, and MPLS labeled IPv4
traffic from the core to the edge.

The second part of the application note will introduce the concept of the "super
VRF", which can be using to dramatically improve the scalability of core to edge
traffic creation.

The third (and final) part of the application note will introduce the powerful
CreateL3BgpMplsVpnTraffic QuickTool, and how it can be used to set up all of the
traffic in a highly scaled VPN scenario in merely a few clicks of the mouse.

Target User

This test is most relevant to POC (Proof of Concept) users, or other users who need
to quickly build up a large BGP-4 MPLS VPN topology through the GUI without
resorting to using the TCL scripting API. It aims to show how easy it is to use N2X
for all BGP-4 MPLS VPN testing and how to use aggregated objects to represent
groups of peers and routes. Also included is a full high-scale traffic integration, to
show how users can easily simulate a real world VPN network scenario.

Key Features
New aggregated BGP-4 pool objects:

» Peer pools

* Route profiles (IPv4, VPNv4)

» VPN VRF pools (including "Super VRF")
* CreateL3BgpMplsVpnTraffic QuickTool
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Test Set-up
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DUT Configuration:

See Appendix A at the end of the document.

Equipment Required
N2X Equipment

+ 2x10/100/1000 Ethernet ports per group (1 core port, 1 edge port)

N2X Software

» N2X Packets and Protocols — 6.11 System Release
* CreateL3BgpMplsVpnTraffic QuickTool
Slides will be presented, and available on the web at a later date

Device Under Test (DUT)

Cisco GSR-12008 router (revision 53.50 or later)
10S (tm) GS Software (GSR-P-M), Version 12.0(30)S1, RELEASE SOFTWARE (fc1)
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Instructions

Part #1: Emulate scaled BGP-4 MPLS VPN topology with
traffic

In the first part of the application note we will show how quickly you can simulate
a high-scale BGP-4 VPN scenario using N2X. We will build the configuration
incrementally from the link layer, to the control plane and routing protocols and
finally the bi-directional traffic.

Select ports
> Step 1

Click "Ports" from the main window top tool bar. In Port Selection dialog, select
2 test ports. The first selected port will represent the edge port, and the second
selected port will represent the core port (please refer to the topology diagram).

Module | Type | =ports | status
= Chassis 1

T
1 10/100/1000 Ethernet

2 10/100/1000 Ethernet
3 10/100/1000 Ethernet
4 10/100/1000 Ethernet

RN

Configure physical layer
> Step 2

Click "Physical Layer" on the left hand Setup pane of the main application. In the
Physical configuration dialog, select each port individually and click "Configure".
Change the Media Type to "SFP" if using optical fibre, or "RJ45" if using CAT-5
copper wire.

Note: For SFP, Step 3 and 4 must be performed. For RJ45, skip step 3 and 4.

» Step 3

Click "Turn All Lasers Off".

> Step 4

Click "Turn All Lasers On".
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> Step b

Close the Physical configuration dialog.

Configure link layer
» Step 6

Click "Link Layer" on the left hand Setup pane of the main application. In the

Link configuration dialog, select the "Ethernet" tab and then click "LAN/VLAN
Addresses". Select the Tester row on the edge port and click "Add" to bring up the
address pools dialog.

x4
N tpoo 1]
1~ Fist Podl 1~ Increment 1 Last Pocl

VLAN 1D FID1j—1|EhTmr?W |w|_1'.;.,._..[_ [ ®
Fioz [ Ehelwe [ | ocewet [ cwm[ || [

sunpwlm1 1.1 202 I nesur !'_-’l_ |1m| o, -'[‘_‘
100 ] .’,U_FD&H.! | LB L = J’I"'_

> Step 7

Modify the following values in the address pool dialog, to simulate the 10 VLANs on
the edge of the network:

* Number of Pools =10

« VLANID1=1

« SUT IP Address = 100.1.1.1
* Num Addresses =1

» Step 8

Remove the native Ethernet address pool on the edge port (i.e. the default one
without the VLAN ID that was there before you added the 10 VLAN address pools).
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> Step 9

Select the native tester address pool on the core port and click "Edit" to bring up

the address pools dialog.

LAN/VLAN IPv4 Address Pool )

x|

WLAN ID [~ D i Ether Type

oz Ether Tupe
SUT IP Address | 200 . 1 . 1 A1ed [ HosuT
First Address 200 . 1 1 L L ¥ Default
Mum Addresses 1
Modifier 10 |22
Last Address 200 0 1 1 &2
First MAC Addr (0000 CE:07:01 02 ¥ Default
[T Generate Unigue MAC Addresses

OF. Cancel Help

» Step 10

Modify the following values in the address pool dialog, to simulate the link on the

core of the network:

« SUT IP Address = 200.1.1.1
* First Address =200.1.1.2
* Num Addresses =1
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> Step 11

Resolve ARP and disable NDP as shown in the screenshots below. Ensure that
the link layer button of the main application is not yellow or red, which indicates a
problem with the configuration.

=.'n.l.=l£-|
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Enatda A1 Serd A ARF
& - st e
et [ [imsee [A [pvian  [pates [Fen
= mw: 0001000 Autobiege... 0N Ftiwren
Corboras .I.l]':ﬂ B0/ IO0{I000  Mutoeego. .. on 1IFELLL 92 L1224 Ethern
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Edge — Advertise CEs on VLANs with BGP-4

> Step 12

Click "Emulation" on the left hand Setup pane of the main application. Select the
edge port, and click "New" on the toolbar of the Emulation pane to bring up the

New Emulations dialog.

Hew Emulations _X_l

Emulation types:

-] BFD

2] BGP-4

= BGP-4 IPv4 External Peer

-] DHCP

-] DHCPve

-] Ethernet 0AM

—Description

Manages an external BGP-4 [Pv4 Peer
emulation

_Add
{* A group of emulations
i Individual emulations
Count; | 10

D IGMP e ;
-1 1515 _ILI oo
1| | 3
Ok Cancel Help
> Step 13

Modify the following values in the dialog to add a BGP-4 peer pool of size 10
representing the CEs on the edge of the network:

+ Emulation type = BGP-4 IPv4 External Peer

» Add = A group of emulations
* Count=10

+ Select "Edit properties after emulations added"
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> Step 14

Click "OK" to add the peer pool. The dialog below will be displayed.

BGP-4 IPv4 External Peer 12 Properties E[

General | BGP-4 |

+ add X | =— Madifier = | Actions-BGP-4 IPv4 External ~

B Device -
Mame BGP-4 IPv4 External Peer 12
Handle 12
Count 10
[ Sub-Interface
Port handle

= ]
Sub-interface
Sub-interface handle 2
= Index <Increment:
From [y
To 9
T ant 1N =
4 _'*I_I
Use Ssub-Interface

Select whether or not this emulation uses sub-nterfaces. Click Edit to
display the Port Sub-interfaces Properties dialog box and select the
sub-nterface to use with this emulation.

0K Cancel Apply Help
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> Step 15

Select "Use Sub-Interface" to add the BGP-4 peer pool to the previously created
VLANSs. Click "..." to open the sub-interfaces selection dialog.

Port 101/1 Sub-Interfaces Properties x|

Mumber of emulations:

Mumber of emulations per sub-interface:

Please select 10 sub-interfaces (10 selected).

Linlk IFv4

First SUT__|First

100.1, 1.
VLAM: 2 2 100.1, 2.
VLAM:3 18 ] 100.1. 3.
VLAM:4 19 100.1, 4
VLAN:S 110 100. 1.5.

VLAM:B 111 ¢ 100.1.6.
VLAM:Y 112 100.1.7.

VLAM:E 113 &8 100.1.8.
VLAM:S 114

{7 e " el S H s O = Rl - T S

100.1,10.1

100.1.1.2
100.1.2.2
100.1. 3.
100.1.4.
100.1.5.
100. 1.6,
100,17,
100.1.8.

[ R A Y A A O A A O

100.1.10.2 gn

IF Copy addresses to tester /[SUT

8.4

Cancel | Help |

> Step 16

Multi-select all the VLANSs in the list, and modify the following values in the dialog

to add the BGP-4 peer pool over the VLANS:

* Number of emulations per sub-interface = 1
« Select "Copy addresses to tester/SUT"
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> Step 17

Change to the "BGP-4" tab in the peer pool properties dialog.

BGP-4 IPv4 External Peer 12 Properties El

General BGP-4 |

4 2dd ¥ | s=Modifier | ActionsBGP-4 IPv4 External
Peers e
[=] Tester AS <Increment>
1o
Tao 110
Count 10
Step 1
Repeat 1
SUT AS 1016
Houtes ]
[=] MD5 Authentication []
Key z 2
K| LI_I
From
The first value in the incrementing sequence.,
oK Cancel Apply Help

> Step 18

Modify the following values to set the AS numbers:

* Tester AS range = 101-110
+ SUT AS=1016

> Step 19

Click "OK" to apply the changes to the BGP-4 peer pool.
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Edge — Advertise IPv4 routes behind CEs
> Step 20

Select the peer pool, and click the arrow next to "New" on the toolbar of the

Emulation pane. Select "BGP-4 IPv4 Route Profile".

=" N2X Packets and Protocols: Session 5 (UU529585) On LocalHost

Session  Edit View Actions Results Tools Help

= & HSEb.lr:l |F‘.e5u|ts Apdimh’ans HEE

2] Options | L3 Ports HSessic

= 2| sopen #d

&

Handle | Count| State | Te

0 devices {10 Down)

Setup | Setup - Emulation (BGP-4 Peer)
= Traffic Sinen |~ | B B, % b Q|
= Capture

=~ Emulation...
& Topology =
X
2 d‘“b““" BGP-4 IPv4 Route Profile
Video
= (el BGP-4 IPv& Route Profile
Oy Summary e e
BGP-4 VPM IPv4 Route Profil
BGP-4 Peer 3] VB i

() BGP—4 VPN IPv6 Route Profile. | 0=¥ices

% Link Layer...

ke BGP-4 VRF Definition Pool

== Physical Layer...
| BGP-4 Update Message Capture Filter
Results

@ MNew Route Profiles...
%Rﬁalﬁme
|_|h Histograms
5 N2X Fast Find

'ﬁﬁ Capture Analysis
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> Step 21

Double-click on the created route profile to edit it.

BGP-4 IPv4 Route Profile 37 Properties _x_l

Topology |
4+ add K | == Modifier | Actions-BGP-4 IPv4 Route Profile =
=] Topology -
Mame GP-4 IPv4 Route Profile 37
Type BGP-4 IPv4 Route Profile
Handle 37
E] BGP-4 IPv4 Route Profile
[—] Routes
Peer count 10
I Routes per peer 5 I
Total routes 50
ﬁ?'ﬂ routes <Inoement =
From 10.1.1.1
To 10.1,50.1
Count 50
= Step 0.0.1.0
Prefix step 1
Frefix length (bits) 24
Percentage overlap 0
E Mandatory Path Attributes
| ASPath
Origin Incomplete -
IPv4 Next Hop
[=] Opticnal Path Attributes
Multi exit discriminator ]
Local preference = ]
Atomic aggregate ]
Aggreqgator ] o
Originator ID []
Cluster List []
Communities []

L Traffic destinations I 'v'I
] F

Hame
The name of the emulated topology object(s).

Ok I Cancel Apply Help
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> Step 22

Modify the following values in the route profile to simulate routes behind each CE:

* Routes per peer =5
* IPv4 routes

* From=10.1.1.1

* Prefix step =1

* Prefix length = 24
 Select "Traffic destinations"

Core — Advertise PEs using OSPF

> Step 23

Click "Emulation” on the left hand Setup pane of the main application. Select the
core port, and click "New" on the toolbar of the Emulation pane. From the New
Emulations dialog, add a single 0SPFv2 Router.

Emulation types:

T DT
B[] DHCPv&
-] Ethernet OAM
-] IGMP
-] ISIS
-] LACP
|:| LDP
|:| LMP
B MLD
-] MPLS OAM
B+ MSDP

= UsHFva Router

-1 PIM

-
-]

-1 RSP

=

-
1| | 3

X

—Description
Manages O5PFy 2 emulations

—Add

€ & oroup of emulakions
% Individual emulations

Comt:l 1

—Options
[V Edit properties after emulations added

Ok Cancel Help

> Step 24

Modify the following values in the dialog to add an OSPFv2 router to advertise the

PEs in the core:

* Emulation type = OSPFv2 Router
* Add = Individual emulations
* Count=1

+ Select "Edit properties after emulations added"




N2X Core Routing - BGP-4 MPLS VPN scenario with integrated traffic

> Step 25

Click "OK" to add the OSPFv2 router. The dialog below will be displayed.

05PFv2 Router 160 Properties _>C_|

+ add | =— Madifier | Actions-0SPFy2
Interface state Daown .
(] Simulated Router Interface i
DSPF network type Broadcast =
Router ID 200,1.1.2
Area ID 0.0.0.0
= SUT
SUT router ID 116.116.116,116 v
(] GRE Tunneling ]
Local :
Remote -
Indude checksum field W
(] PDU Options Fields
E-bit (0x02)
MC-bit (0x04) |:|
MP-bit {0x08) |:| e
ma L fme.4anh |
K| LIJ
Interface state
The current state of the test port.

Ok Cancel Apply Help

> Step 26

Select the "OSPF" tab, and modify the following values to make the O0SPFv2 router
peer with the DUT router:

+ SUT router ID = 116.116.116.116 (loopback address of DUT)
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> Step 27

Click "OK" to apply the changes to the OSPFv2 router.

Setup - Emulation

= hew '| B x #hResults (5] De=is

[=]tog | Actions-OSPFy2 v

Tes =) Graceful Restart
Mame | Handle | Count|State | Tes
] &3 Port 6502/1 (Ethernet-100M FD) - 10 devices {10 Down) (A L5as
S z
53 BGP-4 IPv4 External Peer 12| 12 10 | Disabled 100 %% Neighbors
&2, Topology

= 3 Port 6502/4 (Ethernet-100M FD) - 4 devices (4 Down)
53 BGP-4 IPv4 Internial Peer 156 156 | 2 Disabled | 1. 1.1,
S22 LDP Peer 159 159 1

&4 05PFy2 Router 160

Start Routing
Engine

E,E'r‘f;te'j Session | object D | advertee | TE
' 85021
_ - 6502/4
Add Grid... Bl 464 OSFFv2 Session Router 200.1.1.2 M (m]
£R 05PFv2 Router
Add Router...
S Fouter [ I TR
add ™S Riouter Type [~ ABR [ ASBR
HE A Traffic Engineering [ Enabled
Add Surnmary ; 7 -
Eiote Bool. — Link Tupe | Link D | Link Interface | b et
Add External
Foute Poal. .

The following steps will add the O0SPFv2 representing PE1 and PE2 behind the
session router.

> Step 28

Click "Topology" from the Actions-OSPFv2 menu.

> Step 29

Select the "OSPFv2 Session Router", and click "Add Router".
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> Step 30

Set the Router ID to 1.1.1.1 which is the loopback address of simulated PE1 (see
topology diagram).

> Step 31

Click "OK" to add the router.

> Step 32

Repeat the last 3 steps to simulate PE2, using Router ID 1.1.1.2 this time.

i Simulated OSPF Topology i =10 x|
Stant Routing
Engne
S thecked S [cegectio [Advertse [TE [6... | T...| Uk Type | trkInterface | A1
= - 650204
#Add Gnd = 464 OSPFY2 Sesson Router 200.1.1.2 ] [ ] 1 Linkes
— Link to Neighbor 465 00.11.1 [ (1 TRANSIT  200.1.12 L
3 Houl
- BN Connect 0SPFv2 Objects x|
Hade | T Dbsect 1D Ak must begin at 8 1outer.
= IEd ot.lee J00.1.1.2
7. Roules 1.1.1.1 Router Hands l—"ﬁ
Router ID I a0 1 1 2
on Session 200 1 1 2
10
Remove
Object Handle [ 748
Edi. Obisct 1.1.1.1 -
Cannect. ., '/ 1| | o - Arsion I 0. 1 1 F:
KL
Bscanmect 0K I Cancel I Help [

The following steps will connect PE1 and PE2 to the session router.

> Step 33

Click "Connect" which brings up the Connect 0SPFv2 Objects dialog.

> Step 34

Select the session router (200.1.1.2) on the left, then click the top "Select" button.
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> Step 35

Select the simulated PE (1.1.1.1) on the left, then click the bottom "Select" button.

» Step 36

Click "OK" to connect the routers.

» Step 37

Repeat the last 3 steps for the second PE router (1.1.1.2).

Core — Set up I-BGP sessions between PE1, PE2 and the
DUT PE

» Step 38

Click "Emulation" on the left hand Setup pane of the main application. Select the
core port, and click "New" on the toolbar of the Emulation pane to bring up the
New Emulations dialog.

Wew Emulations x|

Emulation types: —Description
-1 BFD «| | Manages an internal BGP-4 IPv4 Peer
E||::| BGP-4 emulation
.= BGP-4 1Py4 External Peer
BGP-4 IPv4 Internal Peer
EGP-4 IPvE External Peer
. 52 BGP-4IPv6 Internal Peer ~ Add
-] DHCP :
|:| DHCPVE v p aroup of emulations
[:| Ethernet OAM ™ Individual emulations
B 16MP Count: | 2
B+ ISIS
|:| LACP —Options
-] LoP ¥ > .
«| | - I¥ Edit properties after emulations added
Cancel Help
» Step 39

Modify the following values in the dialog to add an I-BGP peer pool of size 2 to the
core port:

» Emulation type = BGP-4 IPv4 Internal Peer

» Add = A group of emulations

» Count=2

« Select "Edit properties after emulations added"
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> Step 40

Click "OK" to add the peer pool. The dialog below will be displayed.

BGP-4 IPv4 Internal Peer 185 Properties E_I

General | BGP-4 |

Sub-interface handle - ;I
Index :
B 1P Copy from Sub-Interface
[—] Tester Address
£ Tester IPv4 <Increment>
To 12
Count 2
[E] Step 0.0.0.1
Prefix step 1
Prefix length (bits) 32
Repeat 1
[=] 5UT Address
SUT IPv4 | 115.115.115.115 | -
-
4] 2
Index
The index within the sub-interface range used by the emulation.
Ok Cancel Apply Help

> Step 41

Modify the following values to set the tester and SUT IP addresses of the peer pool
to match the addresses simulated through OSPF:

+ Tester IPv4 = 1.1.1.1 (address of PE1 simulated through OSPF)

« Ensure that To value for Tester IPv4 shows IP address for PE2 (1.1.1.2)

+ Change the Modifier of the SUT IPv4 field to "None", and set the SUT IP address
to the loopback address of the DUT (116.116.116.116)
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> Step 42

Change to the "BGP-4" tab of the configuration dialog.

BGP-4 IPv4 Internal Peer 185 Properties _X_l
General BGP-4 |

=+ add X | — Modifier * | Actions-BGP-4 IPv4 Internal

] Peers =
Create LDP LSP's between tester and SUT BGP-4 peers
Tester AS 1016 b
SUT AS 1016
Routes 100
[=] MD5 Authentication []
Key

— = L '
< :
Create LDP LSP's between tester and SUT BGP-4 peers

Select to oreate LOP LSPs between the tester and the SUT's BGP-4 peers.

|UiIEﬂﬂCEi Apply |  Help

> Step 43

Modify the following values to set the AS numbers and enable auto LDP LSP
creation:

* Tester AS = 1016

» SUT AS = 1016 (will change to automatically match tester AS)
+ Select "Create LDP LSP’s between tester and SUT BGP-4 peers"

20
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Core — Advertise CEs on core side with VPNv4 route

profile

> Step 44

Select the peer pool, and click the arrow next to "New" on the toolbar of the
Emulation pane. Select "BGP-4 VPN IPv4 Route Profile".

Drew|v | By B X F b & | = 5| Fopen I

=2 Emulation...

"} BGP-4 IPv4 Route Profile
UE} BGP-4 IPvS Route Profile

‘Handle State ‘EGF‘—

- 10 dewvices {10 Down)

12 (100.1.1.2, 100.2. 1.2, ...

BGP-4 VRF Definition Pool

@NEW Route Profiles...

BGP-4 Lipdate Message Capture Filter

21

- 2 devices (2 Dow

I@] BGP-4 VPN IPv4 Route Profile |ﬁ|E 37|37 | Disabled
b} BGP-4 VPN TPV Route Profile

[2 devic
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> Step 45

Double-click on the created route profile to edit it.

x|
Topology |
=+ add X | = Modifier = ‘ Actions-BGP-4 VPN IPv4 Route Profile
[H Topology I
Mame BGP-4 VPN IPv4 Route Profile 443
Type BGP-4 VPN IPv4 Route Profile
Handle 443
[=] BGP-4 VPN IPv4 Route Profile
[=] VPN Parameters
Peer count 2
| VPNs per peer 10 |
Total VPNs 20
[=] Route Target
| Type a5 | =
= as <Inorement >
| From 01 |
To 110:1 —
Count 20
Step 1:0
Repeat 1
| Percentage overlap 100 |
Route Distinguisher Mode
[=] Routes
| Routes per VPN 5 |
Routes per peer 50
Total routes 100
= IPv4routes <Inorement>
| From 20.1.1.1 |
To 20,1.100.1
Count 100
B Step 0.0.1.0
Prefix step 1
Prefix length (bits) 24
|Percentage overlap 0 | -
4 #l
BGP-4 VPN IPv4 Route Profile
oK Cancel Apply Help

22
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> Step 46

Modify the following values in the route profile to simulate VPN labeled routes
behind simulated PE1 and PE2:

» VPNs per peer =10
* Route Target
 Type = AS
* From =101:1
* Percentage overlap = 100 (simulating access to same VPNs from each
simulated PE)
* Routes per VPN =5
* IPv4 routes
* From =20.1.1.1
+ Percentage overlap = 0 (unique routes per VPN in this particular application
note, but because it is a VPN, routes could overlap)

> Step 47

Click "OK" to add the VPNv4 route profile.

Core — Add VRF pool to store incoming VPN routes
> Step 48

Right-click on the VPNv4 route profile, and click "Create Matching VRF Pool".
This is a short-cut which creates a VRF pool with the Import Route Target range
matching the Export Route Target range of the VPNv4 route profile.

iew v |[Bn @ X 5 g ® | )| 7Eopen ¥ Close fRhClose TP T StartFla

B
Mame / Handle|State | BGP-4Route Profile - Advertiss |R
[=] E23 Port 65021 (Ethernet-100M FO) - 10 devices (10 Down)
= S BGP-4 IPv4 External Peer 12 {100.1,1.2, 100,2,1.2, ... #) - 10 [Disabled] (Routes=50)
1% BGP-41Pv4 Route Profile 37 37 Disabled 5

[=] E2 Port 6502/4 (Ethernet-100M FO) - 2 devices (2 Down) [2 devices hidden]
[ [#] 52 BGP-4 IPv4 Internal Peer 156 (1.1,1.1 ) (

v BGP-4 VPN IPv4Rc: ' = " 77
& [ew Emulation, .

Create Matching VRF Fool

Copy Ctrl+C
Paste Ctrl+v
Duplicate Ctrl4D
Delete Del
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> Step 49
Edit the VPN VRF pool.

BGP-4 VRF Definition Pool 41 Properties x|

+ add X | == Modifier = ‘ Actions-BGP-4 VRF Pool +

[ Topology |
MName BGP-4 VRF Definition Pool 41
Handle 41
= BGP-4
[=] VRF
Peer count 2
VPNs per peer 10 I
VRF creation mode Multiple VRF=s per peer, each with a single import route target =
Total VPNs 20
[=] Import Route Target
Route target type AS %
=] AS <Increment
From 101:1
To 110:1
Count 20
Step 1:0
Repeat Li
Percentage overlap 100 "'I
Kl >
HName
The name of the VRF Pool,

OK I Cancel Apply Help

> Step 50

Observe that the highlighted values have been automatically inherited from the
VPNv4 route profile. Click "OK" or "Cancel" to close the VPN VRF pool properties
dialog.
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Bring up the control plane
> Step 51

Click the "Summary" radio button on the left of the screen (above BGP-4, O0SPF

and LDP) to show all protocol sessions. Start the Routing Engine by clicking the
"Routing™ button on the top toolbar of the main application.

tesults [@] appieatons |[T] B ﬂopm|gjm [5'session || 068:11:58 B Traffic @ Capt ef| & Routing |

= Setup - Emulation 7 %
2new - | B B X [ hResuits G\ Detals | 5 [2)Log | Actons v
] | Tester Address | SUT Addres: =
| Name | Hande|Count|State | Tester [Pv4 | Tester IPv6 | SUT IPva
|L—;| 3 Port 101/1 (Ethernet-GhE SFP 5X) - 10 devices (10 Uip)

‘_-.ﬂ BGP-4 [Pv4 External Peer 12 | 12 10 Open 100.1.1.2, 100.2.1.2, ... # - 100, 1. 1.1,

| 5 £3 Part 101/4 (Ethernet-GoE SFP 5X) - 4 devices (4 Up)

[¥] =2 8GP-4 IPv4 Internal Peer 156 156 2 Open 1.1.1.1-1.1,1,2/32 - 116,116.11
[#] =2 LDP Peer 159 159 1 Operational |200.1.1.2 - 200,1.1.1
[#] =2 0sPFv2 Router 160 80 1 Ful 200.1.1.2 - 200.1.1.1

> Step 52

Wait for the routing and MPLS protocol sessions to converge and reach their final
state:

+ OSPF will reach the "Full" state

+ LDP will reach the "Operational” state

» BGP-4 will reach the "Open" state (if this doesn’t occur, manually open the BGP-
4 peers from the GUI)

= Setup - Emulation

new v | B3 B ¥ [T ghresits & Dot | 8 (Lo |mmp.- _
: | | |f 55 Label Manager SUT Addres: = |
| B 3 Port 101/1 (Ethernet-GhE SFP SX) - 10 devices {10 Lip)

| [¥] S26GP4Pv4Extemal Peer 12 12 10 Open

e B = 100, 1.1.1,

| = £3 Part 101/4 (Ethernet-GbE SFP SX) - 4 devicas (3 L)
| [¥] =? BGP-4 [Pv4t Intamal Peer 156 156 2 Open
| = LDP Peer 159 |1

| L B L S e . ] ~m 4 ™

Stop Routing Open Al Close A0 Open Al Close A1
Engine Egiess Pools | Egress Pools | Ingress Pools | Ingress Pools

Session Enable State Pool Established L5Ps Total LSPs
- 1014
- 200.1.1.2 Operational
= Ingress Pool List =] Enabled
Incoming DU Pool Ready 10 10
j - Egress Pool List = Enablad
DU Pool 9 Ready LDP-Prefix 2
I Incoming DOD Pool Raady 0 ]
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The following steps will ensure that the LDP LSPs are open.
» Step 53

Select the LDP peer, and then select "LSPs" from the Actions-LDP menu on the
toolbar. You should see two LSPs in the Established LSPs column (the incoming
DU pool in the Ingress Pool List may show more LSPs, as the DUT may create
additional LSPs for other reachable destinations).

> Step 54

If the LSPs haven't established, click "Open All Egress Pools" and they will open.

Configure traffic from edge to core (the difficult way)
» Step b5

Add an IPv4 traffic mesh by clicking on "Traffic" on the Setup pane on the top-left
of the main application, clicking the arrow next to "New" on the Traffic toolbar, and
selecting "IPv4 mesh".

| # ncdsowce ||| & addvestnoton | 4 remove |

Sources Destinations ;i
Sub-Interfaces Port Type Sub-Interfaces
Selected Count Selected Count

10171 Ethernet-GbE SFP SX 1014 Ethernet-GbE SFP 5K

Port Type
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» Step 56

Change to the "Sources and Destinations" tab, and configure the mesh by doing the
following:

+ Select the edge port and click "Add Source".
+ Select the core port and click "Add Destination".
* Click "OK" to create the IPv4 traffic mesh.

NOTE: Remember how you selected Traffic Destinations when you added the
VPNv4 route profile before? This was done to make the mesh configuration really
simple here — the mesh will automatically transmit to all routes which have "Traffic
Destinations" selected on the destination port.

» Step b7

You will notice in the bottom-left of the screen that the mesh has automatically
created 20 stream groups. These represent each VLAN on the edge side
transmitting to the set of routes (that belong to the same VPN as the VLAN)

behind each PE on the core side. There are 10 VLANs on the left, and they are each
transmitting to the routes behind each CE on the edge which belong to the same
VPN as them. Since there are 2 CEs on the edge belong to each VPN (1 behind PE1,
and 1 behind PE2), this results in 20 stream groups.

Unfortunately, there isn’t 100% traffic integration in this scenario, and some manual
editing of the stream groups is required. The IPv4 mesh uses the "default" VLAN

ID and L3 Source address from the link layer of the source port, which is the first
address pool that has been added. This means that while the destination addresses
are correct, the correct VLANs aren’t transmitting to their corresponding VPNs

so the router will not forward the traffic! You will need to now manually edit the
created stream groups so that the correct VLANSs are transmitting to the correct
VPNs.

Hame |Packet | VLAN IDs| L3 Source |L3 Destination | Streams| Connectons|Length,
= T s Rt feinied baieisiom il bl oo daiunll dEibznded bankdobdia links L
- _N: 011 (1 f TH bne rate)
= AGT_CONSTANT_PROFILE15 (148809.5 Fps)

[7] gy TrafficMesh 65/1  1Pv4/Ethernet]1 10.1.1.1 j20.1.1.1-20.L.5.1 1 L2: 64

[7) iy TrafficMesh 652 IPv4/Ethermet]2 10.1.6.1 [20.1.6.1-20.1.10.1 1 L2: 64

[7] g TrafficMesh 65/3  1Pvd/Ethernet]3 10.1.11.1 |20.1.11.1-20,1.15.1 1 L2: 64

[7] Gy TrafficMesh 65/4  TPvd/Ethernet]4 10.1.16.1 |20.1.16.1-20,1.20. 1 1 L2: 64

[7) iy TrafficMesh 65/5  1Pv4/Ethermet|s 10.1.21.1 |20.1.21.1-20,1.25.1 1 L2: 64

[7] g TrafficMesh 65/6  IPvafEthernet]s 10.1.26.1 |20.1.26.1-20,1.30,1 1 L2: 64

[7] Gy TrafficMesh 65/7  TPvd/Ethernet]7 10.1.31.1 |20, 1.31.1-20,1.35.1 1 L2: 64

[7) G TrafficMesh 65/8  TPv4/Ethernet|s 10.1.36.1 [20.1.36.1-20,1.40. 1 1 L2: 64

[7] Bgg TrafficMesh 65/9  1Pvd/Ethernet|a 10.1.41.1 |20, 1.41.1-20, 1.45.1 1 L2: 64

[7] B3 TrafficMesh 65/10 IPv4/Ethernet] 10 10.1.46.1 |20, 1.46,1-20,1,50.1 1 L2: 64

[7] g TrafficMesh 65/11 IPvd/Ethemnet] 1 10.1.1.1 [20.1.51.1-20,1.55.1 1 L2: 64

[7] Gy TrafficMesh 65/12 IPvd/Ethemet]2 10.1.6.1 [20.1.56,1-20.1.60.1 1 L2: 64

[7] BB TrafficMesh 65/13 1Pv4/Etheret|3 10.1.11.1 20, 1.61,1-20,1,65.1 1 L2: 64

[7] Gy TrafficMesh 85/14 [Pvd/Ethernet]4 10.1.16.1 [20.1.66.1-20.1.70.1 4 L2: 64

[7] g TrafficMesh 65/15 1Pv4/Ethernet|s 10.1.21.120,1.71.1-20.1.75.1 i L2: 64

[7] g TrafficMesh 65/16 IPv4/Ethemnet]s 10.1.26.1 [20.1.76.1-20.1.80.1 1 L2: 64

[7] Gy TrafficMesh 65/17 IPvd/Ethernet] 7 10.1.31.1 [20.1.81.1-20.1,85.1 1 L2: 64

[7] B8 TrafficMesh 65/18 1Pv4/Ethemnet|8 10.1.36.1 (20, 1.86.1-20,1.90.1 i L2: 64

[7] g TrafficMesh 65/19 1Pv4/Ethernet]d 10.1.41.120,1.91.1-20.1.95.1 1 L2 64

[Z] g TrafficMesh 65/20 IPv4/Ethernet] 10 10.1.496.1 §20. 1.96.1-20. 1. 100.1 1 L2: 64
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» Step 58

Change the following values:

» Change "VLAN IDs" and "L3 Source addresses" so that traffic is transmitted from
correct VLAN/source IP address to correct destination IP addresses (e.g. VLAN
ID 1is on VPN1, so need to select "VLAN ID and source IP address" from VPN1
to transmit to destination routes which are also in VPN1 on the core side). This
can be done via inline editing in the front panel (refer to the topology diagram to
ensure the correct VLANSs are transmitting to the correct VPN).

* Repeat this for all stream groups (or as many as you want, as it can get
tedious).
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Configure traffic from core to edge
» Step 59

Add a BGP-4 MPLS VPN traffic mesh by clicking on "Traffic" on the Setup pane on
the top-left of the main application, clicking the arrow next to "New" on the Traffic
toolbar, and selecting "BGP-4 MPLS VPN Mesh".

R~ xeg 2|1 12— 10%
52 stream Group | Rx Load % | Streams Lised/Avaiable | C
110,00 ———— 0.00 20 /32,748
0,00+ 1 10,00 0/32,758
Roveorget_——
BGPpool:  [BGP-4 IPv4 Internal Peer 156 =]
VM VRF pool: [8GP-< VRF Definition Pool 38 =l

2
3
4
5 105:1
BGP peer pool: [ BGP-4 IPv4 Intemal Peer 12 L (6 106:1
107 107:1
VPNVRF:  [BGP-3 VRF Definition Pool % 8 108:1
bila 109:1

Routs target: | 101:1

1101 =
¥

— [ ok ] concel | b |

> O ]
~Destination — e |

Type: & IPva ( IPVE

First IP address: Ilﬂ.l._'l.l I

Modifier: |1

Prefix length: |24 |

thaﬂcﬂ‘ﬁiﬁ:ls | _ld
,

LastIPaddress: [ 10,1.5.1 |
|

oK | concel | mep || ox | conce | mew

—
=
-

» Step 60

Change to the "Sources and Destinations" tab. Click "Route Target" and select the
route target on the first VPN (101:1) as the source. Click "OK" to add the source.
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» Step 61

Click "Add" in the "Destinations" tab to add a new destination. Configure the
parameters to the following values:

* First IP address = 10.1.1.1 (i.e. first address in VLAN on edge port which belongs

to the same VPN)
« Prefix length = 24
* Number of addresses = 5 (as we had configured 5 routes per peer on edge port)

» Step 62

Click "OK" to add the destination, and click "0K" again in the main mesh
configuration dialog to add the BGP-4 MPLS VPN mesh.

> Step 63

Repeat the previous 4 steps for other 9 VPNs, ensuring that for each mesh,

you select the correct route target for the VPN as the source, and the correct
destination IP address range on the VLAN that belongs to the same VPN (or do as
many as you want, as it can get tedious).
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» Step 64

Observe that we have created a single stream group per VPN, which is not very
scalable as we may run out of stream group resources if we have a lot of VPNs.
We will see how the super VRF concept can help improve scalability in this area in
the next section of the application note.

=+ Setup - Traffic T X
Bew R x| 12 | 0%

|Port  |LinkType / | Label |Txload % |Rx Load % | Streams Usedjavaiable| C = |
| 3 101f1 Ethemet-GbE 5FP SX 10/100/1000 Ethemet | i 0,00 + 110,00 0 /32,768

|2 101/4 Ethemet-GbE SFP SX 10/100/1000 Ethemnet | | 110,00 | | 0.00 50/32,718

K1 | _'ll‘

| Mame | Packet | VLAN IDs | L3 Source | L3 Destination | streams| Connectic « |
| 3 Port 101/4 (10.00% of TX Ine rate)
|2 [#] k= AGT_CONSTANT_PROFILES (142045.0 Fps)

| & Core to Edge VPNL/1 | IPv4MPLS[Ethernet L1l [10.1.10-10.1.50 = 5
| 58 Core to Edge VPN2/1  Pv4/MPLS/Ethernet LLL1  10.16.0-10.1.10.0 = 5
| 5 Core to Edge VPN3/1  [Pv4/MPLS/Ethernet 1LlL1 10.1.1L0-10.L15.0 # 5
5g Core to Edge VPN4/1  [Pv4/MPLS Ethermet LLL1 | 10.1.16.0-10.1.20.0 = 5
Eg Core to Edge VPNS/1  IPv4/MPLS/Ethemet L1.L1 | 10.1.21.0-10.L25.0 # 5
&g Core to Edge VPNE/1  IPv4/MPLS/Ethernet 111 10.1.26.0-10.1.30.0 # 5
[ &g Core to Edge VPN7/1  IPv4/MPLS/Ethemet L1L1 | 10.1.31.0-10.1.350 # 5
&g Core to Edge VPNS/1  TPv4/MPLS/Ethemet 1111 10.1.36.0-10.1.50.0 # 5
&g Core to Edge VPNS/1  [Pv4/MPLS/Ethernet 111 | 10.1.410-10.145.0 # 5
[ Core to Edge VPN10/1 IPv4/MPLS/Ethemet 1111 10.1,46.0-10.1.50.0 # 5
IR

Start traffic and analyse results
» Step 65

Start the traffic by clicking the "Traffic" button on the top toolbar of the main
application.

| P Traffic Capture |’ Routing |

— w% f7sewp = |1 15 [Baef & Q v lu| =
% | Streams Used/Available| Conr = | [«Test  |R
Tx Test |Rx Test| Tw Test  |Rx Test |[hroughput|T

N B e Port | [Packets|Packets|Octets  |Octets  [fMbfs) [0

110,48 50/ 32,718

All Ports | 432899 432893 28341892 29435724 230.735
1011 |148810 234084 9523840 19317712 76.191
101/4 |284089 148809 19318052 10119012 154.544
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» Step 66

Observe in the results pane that 100% of traffic that is being transmitted from the
edge port is being received on the core port, and vice-versa.

» Step 67

Change to the Capture view by clicking on "Capture" on the Setup pane on the
top-left of the main application.
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Select the ports to capture by selecting the checkboxes in the Enable column.

» Step 69

Start capture by clicking the "Capture" button (in between Traffic and Routing). The
capture buffer will fill up pretty quickly, and capture will stop automatically.

» Step 70

Double-click on the core port in the Capture view to view the packets captured
there. Observe that the capture buffer contains MPLS labeled traffic with a 2 label
stack (inner VPN label, and outer LSP tunnel label).

> Step 71

Double-click on the edge port in the Capture view to view the packets captured
there. Observe that the capture buffer contains standard IP packets with the correct
VLAN IDs.
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Part #2: Using super VRF to improve core to edge traffic
scalability

In this part of the application note we will show how a super VRF can be used
to improve the scalability of the core to edge traffic. Note that this part of the
application note builds on part #1, and requires that to be completed prior to
commencing this application note.

Change the VPN VRF pool to 'Super VRF' mode
» Step 72

Stop Traffic, and remove the existing core to edge BGP-4 MPLS VPN traffic meshes.

Sesson Edt View Actions Resuis Tooks Help

I N DX Fast Find e Refresh Stream Groups e . =g
T Cophure Analyss  |Name 1 st LY Foemidleti i
= [%# Core to Edge VPHI0 (10.00%) Ensble A Frofies
Table Disabie A1 Frofies

=] £ Port 1014 (20,00% of TX e rat

St =[] I AGT_CONSTANT PROFILE  Enable Al Stream Groups
Tods [#] g Cove to Edge \PH10/1  Disable Al Stream Groups 10.1.96.0-10.1.50.0 = 5
ghg‘rm... Select Al Cl+A

i‘-.L_r-ETrsth--- Groug by Port cul+p
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> Step 73
Disable the VPN VRF pool and double-click on it to edit it.
BGP-4 VRF Definition Pool 38 Properties _1 _XI
Topology I
=+ add ¥ | e Modifier = ‘ Actions-BGP-4 VRF Pool +
E] Topology d
MName BGP-4 VRF Definition Pool 38
Handle 33
-] BGP-4
=] VRF
Peer count 2
VENs per peer 10
VRF creation mode Single VRF per peer, each with multiple import route targets Bl
Total VPNs Multiple VRFs per peer, each with a single import route target
|=| Impart Route Target VRF per peer, each with multiple import route targets
Route target type
=] A5 <Increment:>
From 101:1
To 110:1
Count 0
Step 1:0
Repeat I

Percentage overlap 100

VRF creation mode

]

Cancel

Apply

Help

> Step 74

Put the VPN VRF pool into "Super VRF" mode by changing the VRF creation mode
to "Single VRF per peer". Instead of there being one VRF per VPN per PE, a super
VRF allows us to create a single VRF for all VPNs attached to that PE (with an

import route target range).
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> Step 75

Click "OK" to apply the changes to the VRF pool. Re-enable the VPN VRF pool
again.

View the VPN VRF table.

=- N2X Packets and Protocols: Session 1 (U529585) On Localdost

gession Edit View Actions Resls Teols Hep
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m [ T3 6GP-4 IPva Route Profie 37
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==lnktoyer.,: [7] T4 66P-4 VPN Pvd Route Profile 443 443 Adverteed [9] 50
==Physical Layer... [¥] 5 LD Peer 159 (200.1.1.2) - 1 [Operational]
Results ] S2 osPrv2 Router 160 (200,1.1.2) - 1 [Full
&l Realtme

» Step 76

Re-advertise edge-side routes to re-populate the super VRF table on the core side.
You can do this by un-checking the Advertise checkbox to withdraw the routes, and
checking it again to re-advertise the routes.
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The following steps will view the VPN VRF table to ensure that it is correctly
populated with routes from the edge.

» Step 77

Right-click on the VRF pool, and select "VPN VRF Table".

» Step 78

Click "Route Target" in the VPN VRF Table dialog, and select the VRF range
representing the PE whose VRF table you want to see.

» Step 79

Click "OK" and the VRF table for that PE will be displayed.
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Re-configure core to edge traffic using super VRF
> Step 80

Re-configure the traffic from the core to the edge using super VRF as a source.
Add a BGP-4 MPLS VPN traffic mesh by clicking on "Traffic" on the Setup pane on
the top-left of the main application, clicking the arrow next to "New" on the Traffic
toolbar, and selecting "BGP-4 MPLS VPN Mesh".

| =+ Setup - Traffic (Group By Mesh)
Be-RRexEes| 1|2 | 0%
52 Stream Group Istribution | Orientation | | Tx Load %) Stream Groups

esh Unidirectional 20

B Connection Group |
'| 3% Device Mesh
38 1P Mesh
| 3% 1PvE Mesh

[ B3 862 weLs ven wesh VPN VRF pool: [BGP—4 VRF Definition Pool 38 =l

| New BGP 2LS VPN Traffic Mesh

General | Source®and Destnations Emny
—Source 1 101:1-110:1 |
| ~ 11 101:1-110:1

| Port: |101/4 i
Route Target I

| BGP peer poal: | BGP-4 IPv4 Internal Peer 1f |

Import Route Target -
Mnstance | AS

VPN VRF: | BSP-4 YRF Definition Pool 3
‘mm | 101:1-110:1 ; o Lf:]
= [ o | cancal | neo |

~Destinations

e Destnation S = |
Destination port: [101/1 - Modfy... |
~ Destination — TR

Type: (¥ 1Pvd  IPvE _._I

FrstPPaddess:  [1w.111

Modifier: |1

Prefix length: |23

Number of addresses: | 50

| -
| Last IP address: | 10.1.50.1 4|

> Step 81

Change to the "Sources and Destinations" tab. Click "Route Target" and select the
super VRF route target range on PE1 (101:1-X10:1) as the source. Click "0OK" to add
the source.
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> Step 82

Click "Add" in the "Destinations" tab to add a new destination. Configure
parameters to the following values:

* First IP address = 10.1.1.1 (i.e. first address in VLAN on edge port which belongs
to the same VPN)

* Prefix length = 24

* Number of addresses = 50 (as we are transmitting to all destination VPNs using
the same super VRF)

> Step 83

Click "OK" to add the destination, and click "0K" again in the main mesh
configuration dialog to add the BGP-4 MPLS VPN mesh.

Normally we would create another traffic mesh to simulate traffic from PE2, but we
will skip this step now to save time.

> Step 84

Observe the stream groups that have been created. Note that by using a super VRF
on the core port, we have significantly saved stream group resources as we only
need to add a single BGP-4 MPLS VPN traffic mesh (and thus stream group) per PE,
not a single BGP-4 MPLS VPN traffic mesh (and thus stream group) per VPN. This
means that the number of stream groups will always be proportional to the number
of PEs, not VPNs, and we can scale up our scenario to 1000’s of VPNs without
much of a performance impact on the tester.

| Setup - Traffic (Group By Mesh) T x

HewrBRR X o1 12— 10%

Mesh  iTipe | Distribuston | Orientalion | Tx Load % Stresm Groups _ [
Efdgz o Core  Pud Partial mesh Unidrectional 0.00 20

&%) TrafficMesh 25 BGP MPLS VPN Partial mesh Unidrectianal 10,00 1

ly o

[Mame |Packet | VLAN IDs| L3 Source | L3 Destination | streams| Connections = |
s

= [#] b= AGT_COMSTANT PROFILE3 (142045.4 Fps)
[] g Trafficvesh 25/1 TPv4/MPLS Ethernet LLLl [10.L11-10.1.50.1 2 S0 ]
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Start traffic and analyse results
> Step 85

Start the traffic by clicking the "Traffic" button on the top toolbar of the main
application.

| B Traffic Capture |Q Rotting |

— 1% Bgsewn = ||M I (B g @ Qv lu| B
% | streams UsedjAvailable | Conr = | [xTest |R
Tx Test |Ax Test TuTest  |RxTest |Fhroughput|T
1y i Port | |packets|Packets|Octets |Octets  |[Mbjs) |
110,48 50/ 32,718
All Ports |432899 432893 28841892 29436724 | 230.735
101/1 |148810 284084 9523840 19317712 | 76.191
101/4 |284089 148809 19318052 10119012 | 154.544
> Step 86

Observe in the Results pane that 100% of traffic that is being transmitted from the
edge port is being received on the core port, and vice-versa.
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» Step 87

Change to the Capture view by clicking on "Capture" on the Setup pane on the top-
left of the main application.

B Eieto Eloenin Binskoss [ 5 oo | Syoen ffsemon (00805 (D 7o [Foomme] 0 s W

fiibes || e M| WV R el | CUCLIW
det swied [Swpoed _[smpirz]| ]
37040 DEF 631000 R B o
TS5 OIhI61.000 © 1M L0

T
I TaTes: BxTest TaTem ReTest (T
|4 Porte 402900 4708 M1 THITD

- E|

— PUnmeeryhiz i
By frore Fax Ho. Timssvang (Abe)  Lasgth Lang .:J
Reraims | oo e e
peeyie R I of” 3
[ Tabse: | #wchoew: 0 Timsetesp: 3421.7000076%2 Latancy: O :a:-:sn:ﬂ shet: & Timssramp; 331 TDIIIREED  lavesay: 0.23008i%1a]
(] Grnors Swmsdmn; Busls-in o
o 5 VIR Headme
e = #3E.0 p/0 VIAK Tagques Frase dedis Typs = §63.0/00
Py Test... Destinasion Add - DodREeta1Ed
Cirmatbomd.. Szurce Asdress G003 B3E0  faBD 41 EELH Larel
'.“_ AN Tag Type = o Ll RHpS FLB3s
= Tag Control Infarmsc e
B as . BOiL 1111 Tims Te
] ITT = E-BIT Mbeawy, WA Feamat 2 tabal Stack Tnteyidl = Swbtddsnar
ceee GODD  0D30 0031 VIAN ID = Defeils PVID i $ 0058 BBS SO0 018 SM11 L .. Labal =
Enssgeuisted Trevecni = IF (SRORI01 " . B .. %00  eee. Eaperimes
FEE = GWSAMERIAR (VeEified Sud4RERLATI I 3 o Boreom B
& 1P Beader DBEL 1143 Tims To lg
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A| lpoon: o0 0o.cnes o 03 g Ta’- M m aC T AN a7 OB ar 4|

» Step 88

Select the ports to capture by selecting the checkboxes in the Enable column.

> Step 89
Start capture by clicking the "Capture" button (in between Traffic and Routing). The

capture buffer will fill up pretty quickly, and capture will stop automatically.

» Step 90

Double-click on the core port in the Capture view to view the packets captured
there. Observe that the capture buffer contains MPLS labeled traffic with a 2 label
stack (inner VPN label, and outer LSP tunnel label).

> Step 91

Double-click on the edge port in the Capture view to view the packets captured
there. Observe that the capture buffer contains standard IP packets with the correct
VLAN IDs.
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Part #3: Using L3MPLS VPN Traffic configuration
QuickTool

In this part of the application note we will show the L3MPLS VPN Traffic
configuration QuickTool can be used to completely automate the setup of core to
edge and edge to core traffic in the previous application notes. Note that this part
of the application note builds on part #2, and requires that to be completed prior to
commencing this application note.

Clean up previously created traffic
> Step 92

Stop Traffic, and remove all traffic stream groups and meshes previously created in
parts 1 and 2 of this application note.

Name Packet | VL&N IDs| L3 Source |3 Destination | Streams | Connections| Lengths | Dest
£ Port 101/1 (0.00% of T line rate)

=

<<l <H<l<)
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Launch and configure the CreateL3BgpMplsVpnTraffic
QuickTool

> Step 93

Launch the CreateL3BgpMplsVpnTraffic QuickTool. You will see the following
screen.

% Crmatel Bgpepsavpn Tralli

[
Overviews | Dacergtion | Congues Sersion | Configas Teat | Tedtlog |
— Tt Topology

Creste L3 BGP MPLS VPN Traffic
Edge Side

NECTIRST

i Hastrema [o IP addiss} [Location =] Fkesh

4 FouterTested) 611 Sptem Rokease Adearethales 104

1P Packat ll ﬂl Packat .

Traffic— --—Trathe——
—~Diaacicis
| Pracondicions: Echarnet Bdgs ports, IFed soutas and Layer 3 VPN topology condigurad. |
SMIHI 'S!:o'.ll.-I Ewt I
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» Step 94

Attach the QuickTool to your N2X session using the Select N2X Session dialog. The
Allocate Test Ports dialog will now come up.

> Step 95

Select the edge port in the Test Ports list and click "Add Edge". Select the core port
in the Test Ports list and click "Add Core". Click "OK" to complete allocation of test
ports.
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» Step 96

Change to the "Configure Test" tab.

> Step 97

Click "Add Mapping" to bring up the Add VLAN to VPN Mapping dialog. Configure
the mappings like this:

 Edge mapping (VLAN)
* Edge port = <Your edge port>
 First VLAN ID =1
* Count=10
* Increment =1
+ Core mapping (VPN)
* Route target type = AS
+ First VPN route target = 101:1
* Count=10
* Increment = 1.0
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» Step 98

Click "Start test" and observe traffic meshes/stream groups that have been created
in N2X GUI. This has significantly simplified the traffic configuration, especially the
traffic from the edge to the core (i.e. all the correct VLAN IDs have been inserted
into the traffic to match the destination IP addresses which are on the same VPN).

3 Port 101/1 (10.00% of TX line rate)

F [#] = 101/1 Edge_to_Core CONSTANT_PROFILES (10.00% of TX line rate)
[ & 101/1->101/4_VLAN_1->101:15G 80 IPv4/Ethernet 1 100.1.1.2 |20.1.1,1-20.1.5.1
[¥] & 101/1-> 1014 VLAN_1->101:1SG 81 IPv4jEthernet 1 100.1.1.2 | 20.1.51.1-20,1.55.1
& 101/1->101/4 VLAN_2->102:15G 82 IPv4/Ethernet 2 100.2.1.2 | 20.1.6.1-20.1.10.1
G 101/1->101/4_VLAN_2->102:15G 83 IPv4/Ethernat 2 100.2.1.2 | 20.1.56.1-20.1.60.1
[¥] G 101/1->101/4_ VLAN_3->103:15G 84 IPv4/Ethernet 3 100.3.1.2 | 20.1.11.1-20.1.15.1
[ & 101/1->101/4_VLAN_3->103:15G 85 IPv4/Ethernet 3 100.3.1.2 | 20.1.61.1-20.1.65.1
[¥] B 101/1->101/4_VLAN_4->104:15G 85 IPv4/Ethernet 4 100.4.1.2 | 20,1.16,1-20,1.20.1
& 101/1->101/4_VLAN_4->104:15G 87 IPv4/Ethernet 4 100.4.1.2 | 20.1.66.1-20,1.70.1

& 101/1->101/4_VLAN_S5->105:15G 88 IPv4jEthernet
G 101/1->101/4_VLAN_5->105:15G 89 IPv4/Ethernet
[ 101/1->101/4_VLAN_6->106:15G 90 IPv4/Ethernet
101/1->101/4 VLAN_6->106:15G 91 IPv4/Ethernet
[v] G 101/1->101/4_ VLAN_7->107:15G 92 IPv4/Ethernet
[v] B 101/1->101/4_VLAN_7->107:15G 93  IPv4/Ethernet
[¥] & 101f1->101/4_VLAN_8->108:15G 94 IPv4fEthernet
& 101/1->101/4_VLAN_8->108:15G 95 IPv4/Ethernet
G 101/1->101/4_VLAN_9->109:15G 96 IPv4/Ethernet
[ 101/1->101/4_ VLAN_9->109:15G 97 IPv4/Ethernet
[P 101/1->101/4 VLAN_10->110:15G 58 IPv4/Ethernet
Bl 101/1->101/4 VLAN_10->110:1 5G 93 IPv4/Ethernat

100.5.1.2 1 20.1.21.1-20.1.25.1
100.5.1.2 |20,1.71.1-20.1.75.1
100.6.1.2 |20.1.26.1-20.1.30.1
100.6.1.2 | 20.1.76.1-20.1.80.1
100.7.1.2 20.1.31.1-20.1.35.1
100.7.1.2 ' 20.1.81.1-20.1.85.1
100.8.1.2 | 20.1.36.1-20.1.490.1
100.8.1.2 | 20.1.86.1-20.1.90.1
100.9.1.2 |20.1.41.1-20.1.45.1
100.9.1.2 |20.1.91.1-20.1.95.1
100.10.1.2 | 20.1.46.1-20.1.50.1
100.10.1.2| 20,1.96.1-20.1.100.1

[F RN R - R . ST Y
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» Step 99

Experiment with other parts of the QuickTool. Some things to try:

* Remove pre-existing traffic
* Add only some VLAN to VPN mappings the first time the test is run, then
incrementally add other mappings.
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Appendix A — Router configuration

NB: For the interests of paper conservation, this only includes the configuration for
one group (i.e. a single edge port, and a single core port). Additional configuration

settings will need to be added for the remaining groups.

!
version 12.0
no service pad
service timestamps debug uptime
service timestamps log uptime
no service password-encryption
!
hostname GSR-12008
!
boot-start-marker
boot system flash slot1:gsr-p-mz.120-30.S1.bin
boot bootldr bootflash:gsr-boot-mz.120-30.S1.bin
boot-end-marker
!
redundancy
mode rpr-plus
logging console emergencies
enable password gsr12000
!
username all
monitor event-trace rlc all enable
!
ip vrf v101
rd 101:1
route-target export 101:1
route-target import 101:1
bgp next-hop Loopback0
!

ip vrf v102

rd 102:1

route-target export 102:1
route-target import 102:1
bgp next-hop Loopback0
|

ip vrfv103

rd 103:1

route-target export 103:1
route-target import 103:1
bgp next-hop Loopback0
|

ip vrf v104

rd 104:1

route-target export 104:1
route-target import 104:1
bgp next-hop Loopback0
|

ip vrf v105

rd 105:1

route-target export 105:1
route-target import 105:1
bgp next-hop Loopback0
|

ip vrf v106

rd 106:1

route-target export 106:1
route-target import 106:1

bgp next-hop Loopback0
|

ip vrf v107

rd 107:1

route-target export 107:1

route-target import 107:1

bgp next-hop Loopback0

!

ip vrfv108

rd 108:1

route-target export 108:1

route-target import 108:1

bgp next-hop Loopback0

!

ip vrf v109

rd 109:1

route-target export 109:1

route-target import 109:1

bgp next-hop Loopback0

!

ipvrfvl10

rd 110:1

route-target export 110:1

route-target import 110:1

bgp next-hop Loopback0

!

!

!

ip subnet-zero

ip cef table hardware resource-failure action punt
ip multicast-routing distributed

frame-relay switching

clns routing

mpls label protocol Idp

ipv6 unicast-routing

ipv6 multicast-routing

!

interface Loopback0

ip address 116.116.116.116 255.255.255.255
no ip route-cache

!

interface Tunnell

ip unnumbered Loopback0

tunnel destination 1.1.1.1

tunnel mode mpls traffic-eng

tunnel mpls traffic-eng autoroute announce
tunnel mpls traffic-eng priority 0 0

tunnel mpls traffic-eng bandwidth 100
tunnel mpls traffic-eng path-option 1 dynamic
!

interface Tunnel2

ip unnumbered Loopback0

tunnel destination 1.1.1.2

tunnel mode mpls traffic-eng

tunnel mpls traffic-eng autoroute announce
tunnel mpls traffic-eng priority 0 0

tunnel mpls traffic-eng bandwidth 100
tunnel mpls traffic-eng path-option 1 dynamic
!

interface FastEthernet0/0
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no ip address

!

interface FastEthernet0/0.1
encapsulation dot1Q 1

ip vrf forwarding v101

ip address 100.1.1.1 255.255.255.0
no cdp enable

!

interface FastEthernet0/0.2
encapsulation dot1Q 2

ip vrf forwarding v102

ip address 100.1.2.1 255.255.255.0
no cdp enable

|

interface FastEthernet0/0.3
encapsulation dot1Q 3

ip vrf forwarding v103

ip address 100.1.3.1 255.255.255.0
no cdp enable

!

interface FastEthernet0/0.4
encapsulation dot1Q 4

ip vrf forwarding v104

ip address 100.1.4.1 255.255.255.0
no cdp enable

!

interface FastEthernet0/0.5
encapsulation dot1Q 5

ip vrf forwarding v105

ip address 100.1.5.1 255.255.255.0
no cdp enable

!

interface FastEthernet0/0.6
encapsulation dot1Q 6

ip vrf forwarding v106

ip address 100.1.6.1 255.255.255.0
no cdp enable

!

interface FastEthernet0/0.7
encapsulation dot1Q 7

ip vrf forwarding v107

ip address 100.1.7.1 255.255.255.0
no cdp enable

!

interface FastEthernet0/0.8
encapsulation dot1Q 8

ip vrf forwarding v108

ip address 100.1.8.1 255.255.255.0
no cdp enable

|

interface FastEthernet0/0.9
encapsulation dot1Q 9

ip vrf forwarding v109

ip address 100.1.9.1 255.255.255.0
no cdp enable

|

interface FastEthernet0/0.10
encapsulation dot1Q 10



ip vrf forwarding v110

ip address 100.1.10.1 255.255.255.0
no cdp enable

|

interface FastEthernet0/1

ip address 200.1.1.1 255.255.255.0
ip directed-broadcast

negotiation auto

mpls label protocol Idp

mpls traffic-eng tunnels
tag-switching ip

no cdp enable

|

interface Ethernet0

ip address 146.223.197.15 255.255.248.0
ip access-group 198 in

ip access-group 199 out

no ip directed-broadcast

no ip proxy-arp

ip route-cache cef

no cdp enable

|

|

autonomous-system 1016

|

router ospf 1000

router-id 116.116.116.116
log-adjacency-changes
passive-interface Loopback0
network 200.1.1.0 0.0.0.255 area 0
|

router bgp 1016

bgp router-id 116.116.116.116

bgp log-neighbor-changes
neighbor 1.1.1.1 remote-as 1016
neighbor 1.1.1.1 update-source Loopback0
neighbor 1.1.1.2 remote-as 1016
neighbor 1.1.1.2 update-source Loopback0
|

address-family ipv4

redistribute connected
redistribute static

neighbor 1.1.1.1 activate
neighbor 1.1.1.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family vpnv4

neighbor 1.1.1.1 activate
neighbor 1.1.1.1 send-community extended
neighbor 1.1.1.2 activate
neighbor 1.1.1.2 send-community extended
exit-address-family

|

address-family ipv4 vrf v101
redistribute connected
redistribute static

neighbor 100.1.1.2 remote-as 101
neighbor 100.1.1.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v102
redistribute connected
redistribute static

neighbor 100.1.2.2 remote-as 102
neighbor 100.1.2.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v103
redistribute connected
redistribute static

neighbor 100.1.3.2 remote-as 103
neighbor 100.1.3.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v104
redistribute connected
redistribute static

neighbor 100.1.4.2 remote-as 104
neighbor 100.1.4.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v105
redistribute connected
redistribute static

neighbor 100.1.5.2 remote-as 105
neighbor 100.1.5.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v106
redistribute connected
redistribute static

neighbor 100.1.6.2 remote-as 106
neighbor 100.1.6.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v107
redistribute connected
redistribute static

neighbor 100.1.7.2 remote-as 107
neighbor 100.1.7.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v108
redistribute connected
redistribute static

neighbor 100.1.8.2 remote-as 108
neighbor 100.1.8.2 activate

no auto-summary

no synchronization
exit-address-family

|

address-family ipv4 vrf v109
redistribute connected
redistribute static

neighbor 100.1.9.2 remote-as 109
neighbor 100.1.9.2 activate

no auto-summary

no synchronization
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exit-address-family

|

address-family ipv4 vrf v110
redistribute connected
redistribute static

neighbor 100.1.10.2 remote-as 110
neighbor 100.1.10.2 activate

no auto-summary

no synchronization
exit-address-family

|

ip classless

ip route 146.223.72.0 255.255.248.0 146.223.197.1
|

access-list 198 permit tcp any any eq telnet
access-list 198 permit udp any any
access-list 198 deny ip any any
access-list 199 deny ip any any
snmp-server enginelD local
00000009020000D0FF65C400
snmp-server enable traps sonet

|

control-plane

|

banner login “CCConsult users (run “show
users”) before modifying config"C
banner motd ~CCisco GSR-12008"C
|

line con 0

exec-timeout 0 0

logging synchronous

no history

line aux 0

no history

linevty 04

exec-timeout 60 0

password letmein

logging synchronous

login

!

no cns aaa enable

end
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